
AD-A276 226III III III Ii II I1111,

RL-TR-93-217
In-House Report
December 1993

FAULT COVERAGE
MEASUREMENT FOR DIGITAL
MICROCIRCUITS

Kevin A. Kwiat, Warren H. Debany, Jr., Heather B. Dussault,
Mark J. Gorniak, Anthony R. Macera, Daniel E. Daskiewich

DTIC
ELECTEi:Lb 2 S 1994 '

APPROVED FOR PUBLIC RELEASAE DISTRIBUTION UNLIMITED.

;> ~ 94-06495

A� �25 233
Rome Laboratory

Air Force Materiel Command
Griffiss Air Force Base, New York



This report has been reviewed by the Rome Laboratory Public Affairs Office
(PA) and is releasable to the National Technical Information Service (NTIS). At
NTIS it will be releasable to the general public, including foreign nations.

RL-TR-93-217 has been reviewed and is approved for publication.

APPROVED: &10"f CR4A- l
EUGENE C. BLACKBURN, Chief
Microelectionics N Keiiability Division

FOR THE CO',1LNDER:

[IA\ RLD. D AHLJELUN, Col, V'SAF
Director of Electromagnetics & Reliability

If your address has changed or if you wish to be removed from the Rome Laboratory
mailing list, or if the addressee is no longer employed by your organization,
please notify RL ( ERDA ) Griffiss AFB NY 13441. This will assist us in maintaining
a current mailing list.

Do not return copies of this report unless contractual obligations or notices on a
specific document require that it be returned.



Form ApovedREPORT DOCUMENTATION PAGE OMB Novo74 O188

QVt.wrig wn w rv Iteftg W' CIW roared, o =0 a1rdr m., w**O tra dk b go h M Stu OwYWU Mgec•g W booni no or w, c-w map= da t,
,c io 4-ftlvrirr k[• i' iba tw r dQJ• W bjdwc to Waiww, 9 $1•minL Obuua lowI Opwau W' Rooms, 1215 i jl
Di HVw, SL*u 1204, A*1tl VA 2Z24 u4 to a OfIr cd M•n•mw - wul d-. Pi!t op (070441•"i.a U, WS DC 20&

1. AGENCY USE ONLY (Leave Blank) 2. REPORT DATE a3. REPORT TYPE AND DATES COVERED
December 1993 I In-House Oct 88 - Sep 93

4. TITLE AND SUBTITLE 5, FUNDING NUMBERS
IVAULT COVERAGE MEASUREMENT FOR DIGITAL MICROCIRCUITS PE - 62702F

PR - 2338

6. AUTHOR(S) TA - Ol
Kevin A. Kwiat, Warren H. Debany, Jr., Heather B. Dussault WU - 7C

Mlark J. Gorniak, Anthony R. Macera, Daniel E. Daskiewich

7. PERFORMING ORGANIZATION NAME(S) AND ADDRESS(ES) 8. PERFORMING ORGANIZATION

Rome Laboratory (ERDA) REPORT NUMBER

525 Brooks Rd RL-TR-93-217

GrIffiss AFB NY 13441-4514

9. SPONSORING/MONITORING AGENCY NAME($) AND ADDRESS(ES) 10. SPONSORINGJMONITORING

" e Laboratory (ERDA) AGENCY REPORT NUMBER

525 Brboks Rd

6riffiL;s AMB NY 13441-4505

11. SUPPLEMENTARY NOTES

Ro!:ei Laboratory Project Engineer: Kevin A. Kwiat/ERDA (315) 330-2047

12a. DISTRIBUTIONIAVAILABILITY STATEMENT 12b. DISTRIBUTION CODE

Approved for public release; distribution unlimited.

13. ABSTRACT(mu&'20 2rat)

Procedure 5012 governs the measurement and reporting of fault coverage for digital
microcircuits. This report expands on the published version of Procedure 5012 and

explains the rationale behind the requirements of the procedure. The complete text
of 5012, with additional annotations, is included in this technical report.

14. SUBJECT TERMS ,M NUMBER OF PAGES32
digital microcircuit, fault coverage, fault detection I3P2IOECOOE

fault simulation, testing

17. SECURITY CLASSIFICAllON 18 SECURITY CLASSIFICATION 1I SECURITY CLASSIFICATION 20. UMITATION OF ABSTRACT
OF REPORT OF THIS PAGE OF ABSTRACT

UNCLASSIFIED U NCLAS SIFTED UNCLASSIFIED U/L

NSN 754G0,. .2-M.5 Stawd Form 2ge 2-8g
Pvaud by. ANSI td 23B-m S
290-I02



[NTR TD UCTION .

l'rocedure 50.12 governs the measurenient and reporting of fault coverage for digital mi-
crocircuits. This proced(ure was first. p)ublishedi as part of MIL-STD-883 Notice 11 (18 Dec
1989) and was revised in Notice 12 (27 ,Jul 1990). This technical report expands on the

p)ublished version of Procedure 50[2 a;n1( explains the rationale behind the procedure's re-

quirements. TThe comlplete text of 5012, with iadditional annotations, is included in this

technical report. 'here are some editorial diffe'rences between tile text given in this techni-

cal report and the published version of 5012. In the event thata significant difference exists

between the two documents (such as one that affects meaning, or where a verbatim quote is
required), the pub)lished version of 5012 sl~all govern.

The motivation to develop a sttandardtized procedure for fault coverage measurement
arises because of the need to improve microcircuit quality levels in electronic equipment.
'Illhe IC field reject, rate, or "outgoing quality level," is the fraction of l's that pass all tests

at manufacturing-level test yet are faulty. Recent directives 121 require a field reject rate

(after environmental stress screening) of no more thain 100 parts per million (ppm) or 0.01%.

It has been shown (for example, by WVadsack 13]1) that there is a relationship between the
fault coverage of the manufacturing t('sts, the Iieasured test yield (fraction of l-s that pass

the manufacturing tests), and the field reject rate due to logic faults alone. Let

* f denote the fault coverage of a test vector sequence (expressed as a fraction, e.g., 0.95

for 95%)

* M denote the measured test yield (i.e., fraction of lCs that pass the test vector sequence)

* r denote the field reject rate (i.e., fraction of devices that pass the test vector sequence

yet are faulty)

Then
(I f)(l _i,)

I (I f),,

Very little information has been made publicly available concerniig actual IC yields and

field reject rates. A study has been documented 1,11[5] that examined the consequences of
testing a microprocessor, the MC6802, with a test vector set with 96.6% fault coverage, versus
testing using a test vector set with 99.9% fault coverage. The field reject rate estimated by

the authors of the MC6802 study, obtained by determining the number of ICs that passed at
96.6% fault coverage but failed at. 99.9% fault coverage, equated to 8,200 ppm. The measured

test, yield at 96.6% fault coverage was -70.7; using XVadsack's model the predicted field reject
rate is 10,200 ppm (which closely matches that estimated in the M C6802 study).

Even when rescreening of ICs is performed bv the customer who receives them, testing
usually consists only of checking that electrical and switching performance are within speci-
fications, and if logic testing is performed'then at best all that is done is to apply the same

test, (with the same fault coverage) that was originally applied by the manufacturer. To
show what is implied by a high field reject rate, consider a circuit board assembled using 50
ICs where each IC type.used has an outgoing quality level of 10,200 ppm. With just over
1% of the lCs on average being faulty, the probability that such a board initially would have



oIlly fault-free ICs is only 60,. For lower failt coverage the effects are more drastic; at a

fault. coverage level of 90% the measured ý.est yield would have been about 72.1% and the

outgoing quality level would have been 30,000 pIpm, resulting in a ,probability of 21.8% that

the board would contain 50 fault-free ICs. Clearly, manufacturing-level tests for ICs must

have high fault coverage in order to reduce costly board (and higher-level) test generation,
testing, and rework. in order to eliminate fauilty cornm)ponents.

It has long been known that different failt similators commonly produce drastically dif-

ferent results for identical logic mnodhels and test vector sets. The l{adiation-lIardened 32-Bit

(RI132) Processor program at Rome LaboratorY provided the original motivation to develop

a standardized method for nieasuring fault coverage consistently. where it w&Is expected that

fault simulation would be performed using a varietyv of fault simulators. Later, the annex

of the RH32 Statement of Work that concerned fault, coverage measurement was used as
the basis of a requirements section in the draft implementation plan for the VIISIC/VLSI

Qualification Procedures (the "Qualified Manufact urers List" or "QMIL") program.

Under an Expert Science and Engineering task with the Uiniversity of South Florida,

experiments were performed with four commerci ally-availa bhl fault simulators in order to

identify what differences are possible, why they occur, and what can I)e (lone by using

modeling guidelines, simulation directives, and 1)()st processing in order to reduce or eliminate

differences in reported fault coverage. MII-I-38535 for QML now references 5012, as do the

MIL-M-38510 detail specifications for gate arrays. In 1987, the requirements now detailed

in 5012 were made part of Requirement 6.1 of MI L-STl)-.15.1 L:

4.5.2 Fault coverage. Fault coverage shall Ibe relported for the man wfacturing-level
logic tests for all digital microcircuits designe(d after 30 Septenber 1988. Fault,

coverage shall be based on thhe equivalence classes of single, permanent, stuzck-at-

zero and stuck-at-one faults on all lines of a TIlSSS-conilpatil)ble structural VVIIDL

model, where the structural model is expressed in terms of gate-level primitives
or simple atomic functions (such as flip-flops). Large, regular structures such
as RAIMs and ROMs shall not be modeled att lie gate level, but rather docu-

mentation shall be provided that these st.ructires are tested using appl)rol)riate
algorithms (such as galloping patterns for a R•A:M).

The draft of MIL-STD-454 that is being circulated at the time of this writing has been
revised to simply reference MII,-STD-883 Proce(dure 5012.

The authors wish to acknowledge the help r(,ei ved from all of'the people and organiza-
tions who reviewed drafts of 5012 and providhed *.coinient s. Vhbile the overwhelmiig response
was positive, the authors were particularly gralified to note that reviewers, without excep-

tion, were honest and specific in their criticismis. Aks always, the most useful comments were

the negative ones, and the authors have trie(l where possible either to accommodate or at
least to answer every issue that was raised.

John .1. Bart, Chief Scientist of Reliability Sciences, p)rovided the opportunity to develop

5012 and made numerous suggestions that contributed to its acceptability. Dr. Sami Al-
Arian, of the University of South Florida, under contract to Rome Laboratory performed
much of the technical work that resulted in usable techniques for reducing differences between

fault simulators. Charles G. Messenger. Chief of the Reliability and Diagnostics Branch,



provided greadtly-appreciated assistanicc ill developing, circtilating, testing, and revising 5012.
The a•lthors wish to thank John P. Farrell, roi icvrly Chirof tflit l.eliabilit.y Assurance Branch
of IRAD I)(,, whose initiil ideal ii was to con vcri an annex in the R.1132 Stattement of Work
into a staandard test. procedure, antd who quie,)Ily imade a nimnber of suggest,;.ons that got the
develop, in ent of 5012 over a. nulml r of rough spols.
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TEXT OF
MIL-STD-883

PROCEDURE 5012
FAULT COVERAGE MEASUREMENT

FOR DIGITAL MICROCIRCUITS

1. PURPOSE. This test procedure specifies the methods by which fault coverage is re-
ported for a test program applied to a microcircuit herein referred to as the Device Under
Test (DUT). This procedure describes requirements governing the development of the logic

model of the DUT, the assumed fault model and fault universe, fault classing, fault simula-
tion, and fault coverage reporting. This procedure provides a consistent means of reporting

fault coverage regardless of the specific logic and fault simulator used. Three procedures for

fault simulation are described in this procedure: full fault simulation and two fault sampling

procedures. The applicable procurement document shall specify a minimum required level of
fault coverage and, optionally, specify the procedure to be used to determine the fault cov-
erage. A Fault Simulation Report shall be provided that states the fault coverage obtained,
as well as documenting assumptions, approximations, and procedures used.

Where any technique detailed in this procdure is inapplicable to some aspect of the logic
model, or inconsistent with the functionality of the available fault simulator and simulation
postprocessing tools, it is sufficient that the user of this procedure employ an equivalent or

comparable technique and note the discrepancy in the fault simulation report.
Microcircuits may be tested by nontraditional methods of control or observation, such as

power supply current monitoring or the addition of test points that are available by means
of special test modes. Fault coverage based on such techniques shall be considered valid if

substantiating analyses or references are provided in the fault simulation report.

NOTE: This test procedure deals with microcircuit quality, not reliability. It does
not attempt to relate logic model fault coverage to microcircuit failure rates; in
fact, there is not necessarily any direct relationship between quality and reli-
ability. However, mathematical models have been developed that relate fault
coverage and test yield to "quality levels" or "field reject rates."

This test procedure deals only with the means of fault simulation. It does not
set specific requirements or goals for minimum required levels of fault coverage.
This procedure does not recommend either for or against the use of statistical
fault sampling techniques. (End of Note)

1.1 Terms. Terms and abbreviations not defined elsewhere in the text of this test procedure

are defined in this section.

a. Automatic Test Equipment (ATE). The apparatus with which the actual DUT will be
tested. ATE includes the ability to apply a test vector sequence (see 1.11, Test vector

sequence).

6



1). Broadside app~lication. A mitl lhrd ,I) l.a *i lyrig a t .. t ve(t lr seq('n:ice where input stimirili
change on!y at alt.e b)eginning of at sillhitirtlo cycle or A'FE (h (.NI andi all changes on

primary inptis of the 1)11T are asstiired to be siiniiltanl eOls. No -Ibroadside application
occii rs when test vectors are condi t imi, )l *yv aodditiontal ti. ing in 'ornation such as delay
(N•it, h respect to other primary inputs), ret urtl-t)-z7ero, retiirn to-one, and suirround-
hy-complement.

c. I)rccction. Anl error at an observabl e prit ar ry ontpit of a logic model caused by the
existence of a logic fadlt. A hard drtc'cl'i, is where an observatl e output value in the
fault-free logic model is distinctly different from tire corresponding output value in the
faulty logic model. An example of a hard detection is where the fault-free logic model's
output value is 0 and the faimlty logic iriodel's output value is 1. or where the fault-free
logic model's output value is 1 and the failtYv logic model's on tput value is 0. If the
high-impedance state (Z) ('all be sensed 1)y thie ATE, then a hard detection can involve
the Z state as well. A polcntial dcl'ction is an error where the faiult-free output is 0 or
I and the faulty output valie is unknkirown (X), or Z if Z cannot be sensed by the ATE.

NOTE: In the literature a "potential d(letection is also referred to as a "pos-
sible detection."

The Z state can lbe sensed by thre AlT1C when active or passive, loads on the
DUT's outputs are used. Using passive loads, Z states ca,' be tested in two

passes: in the first. pass, the high-imiupeda nce outpluts are pulled tip and each
ex p ected Z response in the outttpit is c(onverted to a I; il the second pass,
the high-impedance outputs are pulled down and each ex )'cted Z response
in the ontprt. is converted to a (0. (Find of Not(,)

d. Established test alqorithw. An algorit hm, pro'edure, or test vecl or sequence, that when
applied to a logic cOmlponent, or logic partitiion has a known f[a lt coverage or test ef-
fectiveness. This fault coverage or test effectiveness is denoted hierein as the established
failt coverage or cstablished test cffic'li,rn•'ss for the establishrd test algorithm. For
example, an established test algorikthrn for a RAM may be a 7)ublished memory test
algorithm, such as GA LPAT, that tins beern shown by experience to detect essentially
"all" RAM failures and therefore is assessed an established test effectiveness of 100%.
An ALU may be tested by means of a preconiputed test vector sequence for which fault
coverage has been previously determined. More than one est;,blished test algorithm
may exist for a logic component or logic partition, each with a different established
fault coverage or test effectiveness.

NOTE: For example, some memory test algorithms detect only stuck-at
faults and some decoder faults, but, not coupling or pattern-sensitivity faults.
Documentation of the established test, effectiveness must reflect the limita-
tions of the fault models that are covered by such algorithms. (End of Note)

e. Failure hierarchy: failure rnechanism, physical failure, logical fault, error. The failure
hierarchy relates physical defects and their catses to fault simulators and observable



C ffect.s. A failure inecli anism is thiC aclia ca ise of physical failutre; ain example is
e'Ictroinigration of aluminum iii a inicrcircuit. A phyIicalfailure (or simply failure)
is the actual physical defect ciiiised by a failh1re ruechanisin; 4it cXamIple is an open
metal line. A logical fault (or sinmplly fault) is a logical abstraition of the immediate
effect. of a failure; an examiple is "st ick-atl-,T e") belhavior of a logic gate input in the

presence of an open metal line. An tr-ror is a ldifference hetv.'eern the behavior of a

fault-free and faulty I)UT at )tt e or mtore o•lservable priinary outputs of tile 1)UT.

f.Fault covcrac. For a logic modeel of a I) UT' I'. a fault universe for thie logic model of
ihe DUT, and a given test vector sequence. fault. coverage i. the fraction obtained

by dividing the number of faults contaitecd in the fault univer:.e that are detected by
the test vector sequence by the total ittIT1iler of faults contained in the fault universe.

Vault coverage is also siatd i as a percctta gc. III this test pro(edure fault coverage is
understood to be based oni the de:tcctablb failt cquiralrlcc, clas.,cs (see 3.3). Rounding
of fault coverage fractions or l)ercenttags shIall be "towa rd zero," not, "to nearest." For
example, if 9,499 faults are detected(l ont of I 0.{000 failts, siiunulited, the fault coverage

is 91.9;)%; if this value is to be rounded to t wo significant digits, the result shall be

reported as 94,%, not 95%.

NOTE: Using truncation instead 4,f ritniling a;voids tlte p, ssibility of having

a "nonconipliant" level of fault coverage roundttd III) to a 'coimlpliant" level.

(End of Note)

g. Loqic lines, Nodes. Loqic lin77s are the ccontnections between components in a logic

model, through which logic signals flow. are loqgc hrs. ILogic lities are the idealized
" wires" in a logic model. A set of coitnected logic lines is a no,/c.

N TE: Ili the literature a logic line is also referred to a: a siqnal line, or
wire. A node is also referred to as a v,'t. (IEnd of NoVt)

It. Combinational and Sequential lo.w'. (',mniiitational digital logic contains only compo-

nents that do not possess ntemor., and iii which there are no feedback paths. Sequential
digital logic contains at least one component t hat con tains mei,,tr., or at least one feed-
back path, or both. For example, a flip-flop is a coTInpoitent tha! contains memory, and
cross-coupled logic gates introduce feedback paths.

i. Mracro. A logic modeling convention representiring a model cit a ined within another
model. A macro boundary does nit ntecessariiv iIniply the cxistence of a physical

boundary in the logic model. A "illail itodel" is a logic modhl that is not contained
within alarger model. Macros may be nestcd (that is. a macro nwav contain submacros).

NOTE: In the literature a macro is also referred to as a ubinodcl. (End of

Note)

j. Primary inputs, Primary outputs. l'rinttarv inputs to a logic m,)del represent the logic
lines of a DUT that are driven by the ATEI's drivers and tuios i're directly controllable



test points. Primary oiutpiltis from a 1],gic mnodel represent the logic lines of the DUT
that, are sensed by the .VrI' s coimparators aud thus are directly observable test points.

I'lhe inputs to the "Iluaii model" of the logic' model of the I)UT ;ire the primary inputs,
and the outputs from the main model are the prmary outputs. ' nternal nodes that can
be driven or sensed by means of special test modes shall be c,,tisidered to be control

or observation test points.

NOTE: Some test techniques and design-for-testability app)roaches may pro-
vide additional control test points or observation test p(,ints that, for the

purpose of this procedure, can be used during fault simulation in order to

contril)ute to fault detection. For example, power supply current monitoring

for CMOS circuits (InI•ci) permits the power supply,linc. to be considered
observable test points under some conditions. (End of Note)

k. Test effectiveness. A measure similar to fault coverage, but used in lieu of fault coverage
in cases where physical failures cannot he modeled accurately as logical faults. For

example, many RAM and PILA failures cantot be idealized conveniently in the same
way as gate-level failures. However, established test algorithms may be used to detect
essentially all likely physical failures in such structures.

I. Test vector sequence. The (ordered) sequence of stimuli (appli'd to a logic model of a

I)DUT) or stimulus/response vallies (applied to, and compared for, the actual DUT by

the ATE).

m. Undetectable and l)lrccfahlb faults. :\ii tn Idtctahbl fault is (defined herein as a logical
fault for which no test vector sequence exists that can cause at least one hard detection
or potential (letection (see 1.1c, )c-cutmon). Otherwise (that is, some test vector se-

quence exists that causes at least one hard detection, or potential detection, or both),
the fault is defined herein to be a det:ctable fault (see 3.3.3).

NOTE: By this definition, it is sufficient for a fault to cause a potential

detection for the fault to be declared detectable. However, credit is not given
for potential detecitions in determining fault, coverage unles:s it is shown that

the potential detection implies hard detection (see 3.4.2.1 ). (End of Note)

2. AIPPARATUS.

2.1 Logic Simulator. Implementation of this test procedure requires the use of a facility
capable of simulating the behavior of fault-free digital logic in response to a test vector

sequence; this capability is herein referred to as logic simulation

In order to simulate sequential digital logic, the simulator must ,-upport simulation of a
minimum of four logic states: zero (0), one (1), high-impedance (Z), and unknown (X). In
order to simulate combinational digital logic only. the simulator mus:. support simulation of
a minimum of two logic states: 0 and 1.



At the start of logic simulation of a logic nlelode of a I)J'F rcontrimning sequential logic,

Hie state of every logic line and cotiponent. cont aining nemicory shall be X; any other initial
Condition, including explicit initialization of any line or inenuory elerient to 0 or 1, shall be
docu mented and justified in the lFault Simulati on Report.

lit ordei' to simulate "wired connectiions" or "bti s" structures 'he situulator must be
capable of resolving signal conflicts introduced by such structures. Otherwise, modeling
workarounds shall bc permitted to elitninate such structures front the logic model (see 3.1.2).

In order to simulate sequential digital logic, the simulator must support event-directed
simulation. As a minimum, unit-delay logic coin pouenis mustl be supported.

Simulation of combinational-only logic, or sit-iu lation of Fequenti;i logic in special cases
(such as combinational logic extracted from a scannable sequential logic model) can be based

on non-event-directed simulation, such as levelized, zero-delay, or compiled-code methods.
The Fault Simulation Report shall describe why tOe selected method is equivalent to the

more general event-directed method.

2.2 Fault Simulator. In addition to the capabilitv to simulate the fault-free digital logic,

the capability ;s also require(] to simulate the efrct of single, perma ient, stuck-at-zero and
stuck-at-one faults on the behavior of the logic: t his capability is he;'ein referred to as fault
simulation. Fault simulation shall rfllect the lini tatiions of the target ATE (see 3.4.1).
It is not necessary that the fault simulator dirrectly sui)lport the reluirements of this test

procedure in the areas of hard vs. potential (etect ions, fault unive-se selection, and fault

classing. However, the capbility must exist, at least indirectly, to report fault coverage in
accordance with this procedure. Where approximations art. used (for example, where fault
classing compensates for a different method of (ault universe selection) such differences shall
be documented in the Fault Siniulation Report, and it. shall lie shown that the approximations

(1o not increase the fault coverage oltaine(l.

NOTE: This test procedure places requirements on how the logic model for a DUT
is developed for use with a fault simulator. Postprocessing of a fault simulator's
output may be necessary in or(ler to report fault coverage in a -i-anner consistent

with this procedure. (End of NoUc)

3. PROCEDURE.

3.1 Logic Model.

3.1.1 Level of Alodeling. The I) h'l" shall he dcsci'ihbed in termsof ii-logic model composed
of components and connections between components. Prinmary iit)ut: to the logic model are

assumed to be outputs of an imaginary component (representing the ATE's drivers), and
primary outputs of the logic model are assumred to be inputs to aim imaginary component

(representing the ATE's comparators). Some logic simulators requir- that the ATE drivers
and comparators be modeled explicitly; howev•r, these components slhall not be considered

to be part of the logic model of the l)UT.
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17,,'ll: 1 it t lie lit1eraI t iiw, a l(ogi c ilinik lu dI s ccr( to H I s c'rc t 1(lst. (bI"') of

3.1 .2 /,oqic. Lin cs and Nodc~s. (See 1 . 1 g. Io/Pfr Ii s, Xodf,,S.) All f; non t. fromt at node in a,
logic In ode. is ideal; that is, fallolt brancho r assm-ciateco wit ii ia node eni natiae from a single
p)oint dIriveni by it fanoiil orlq'in. All faliini to a liode ill ia logic niodel i., ideal; that is, multiple

fanln bran checs iii a node drive a single linte. F'iguire I shows a node that inciludles fanini
b)ranchles, ;I fanoitt origini, andc fallouit b~rancihes. B eca use Fan in antd f;, nail generally are not
ideal iii a ctu at ci rcui I. layout, dieit actual lopo1)10 gy of t he ci rcu it slioid b1 e. modledIIC, if it is
known, lby appropri ately adld(ing Sinlgle-inpHl T1)11 t not vert~i g buffers to thle logic model.

MIodcl i g worka roiuntds ninav be. used to li in in atIe fa nini to a niode. This may I)C required
if thle simiulator (toes not direct~ly nitodet "wi red coninect ions" or "bus! structures. Some sim-
ulators may Ipermilt internal fani n, biut requiire t hat I. idirectiotiaF piniý' to at Durr be modeled
as sep~arate input and outpult, functions.

NOTE: In the literature, a fallout origin is also referred to as a. Janout stem. (End
of No tc)

3.1.3 C-Logic an~d 1)-Logir Parlifionts. Suniplc comnponents of t~he legic model (logic primi-
tives such as AND, OR, NAND), NOR, NOR. buffers, or flip-flops; generally the indivisible
lpriTIIitiVeS understood bx' a simi lator) are herein referred to as gate logic (C-logi~c). Complex
comp~oneints of the logic miodel (such as RAM\N. ROM, or PLA "primitive" components, and
behavioral models - relativelY comiplex funct ions t hat are treated w, "bltack boxes" for the
purpose of fault simulation) are referred to herein as block logic (B-logic).

For the purpose of fault simuldation, t lie logic mnodel shall be dividcd into non-overlapping
logic) partitions; however, the entire logic miodel miay (consisit of a single lo--gic partition. The
logic p~arti tions contain conip1oriefts and theiir associa ted lines; althbough Iintes may span
partitions, no component, is contained litnmore t han one partition. A G-logic partition

contains only G-logic; any other logic part ition is a B1-logic partition.
A\ logic partition consisting of G-logic. or B1-logic, or G-logic aind B-logic that, as a

unit, is testable using an established testing algorithmn, with known fault coverage or test
effectiveness, may lbe treatedl as a single P-logic partition.

NOTE: The interconnect ion of 13-logic coumpoll nt s WJithi G-iogic "gluie," can
form a B-logic p~artition. For examnple., a "64lKx8 RAMT" in a logic model may
actually lbe composedl of.32 l6Kxl RAM primitives and decoding logic. However,
aGALPAT algorithm that exploits the 16lKx I organization of the memory would

be more efficient than one that treat~s the 6.1 Kx8 structure as a ý-ingle component.

Although fault simulation c-an lbe performied at, the, transistor-primitive level, such
simulation is discouraged for two reasons. First, fault simulatoion at the transistor
level is far more timie-consumning than at the "gate" level. Second, transistor-level
fault simulation generates at large fraction of potential detections that are difficult
to justify as legitimate hard detections, whiichi significantly redutces the accuracy
of fault simulation.



A\ (:-logic partition may conitain disjoint um- mnconneCted logic. In particular, G.
logic compljrisinig th lIC lgic lines assoc(idt edwitl i -lo)gic aippear I libe uniconniectedl

with the primar' himlimt~s andi( r priiii- ' v mant jl1. However, this partitioning of
logic is strictly for the piirpORe of fal.H sehlection. It, is iiot i utenided that thle
1mrt~tioniitg of logic forcv the siimlaltl( it of logic inl seluarale passes, although
it may facilitate breakinig at large fault simulaihtioni intot mimitipe smaller p~asses.

Logi c 'Models shall be fatlmlt-sinimimlad~ explicit'lY only ~'v ilti res[Uct, to the "gate-
leVelI p~rimnitivYes. "Block- level" primnitivhes generally are -,epresciu ted by behavioral
Mlodlels, com plex p~riminitivyes, or "inidi visibhie"~ s iiliodel s. whert, fatiiit ,ffec(t~s are
ruerel., )ropagat~ed through such si r iict lre". (/"I)(/ of Not )

3.1.4 Alodcl If icrarchy. '[hel( logic model inay lhe hci er rh ica I ( t Iat is, consisting of macro
b~uildi ng blocks), or flat ( t iiat. is,* a single level 4 hieirarchi * vwith nito i i a cro bunild(i ng bllocks).
H1iera rchyv does not impos st rict tires n it tines: fo~r cx a inpie, t here is Tio 'imiiplied fallou t origini

at a mu acro input, or output 11. MIa cros t i at co rrespondii~ to phyvsi cal par li ti~4s iii a modlel shall
use addi~ition al buffers (or ain equiiivalent niet hic ) to en force adhlerenc e t~o the actuial, I) Ts
fallout.

3.1.5 Fractions of Transistors. T[le fractnimi oif t ratiisi siors coinprisi-ig each G-logic andl 1-
logic partition, with respect to the total cw nit oi f t rii si stors lit thle DI T, shiall be det~erminied
or closely estimnatedl ; Ihe total SiUMn of tilie t ran si sI r fract ions shiall eqval 1 . W here the actual
transistor counts are not. available. esti rimatc ma in v be made o)ti th i basis of gate counts
or mincroci rcuit area; thle assuimpiions an tcalcul1111at ion ilsupp1o)11Irtig ii cl ('511mates shall be
(locurmni't ed in the Faul t, Slimin iIatioii B ('~drt. I' lie I ran sist or fraction. shiall be uisedl in order
to weight, thle, fault. coverage tiieas iredl for ea cl Ind(i vidualla logic part i ion (see 3.5).

NOTIE: F'ault coverage is weightedl bi trainsist or fract ions for I lie follhwing rea-
sons:

a.Trnsistor coun t s are avakiable ea;rl% v in the (iesigni lproces a1( renes

five to varbiationis in pl acement ;uid rcni tinig. Trainsistor couiiits cani be esti-
mnatedI closely from gate couiit s or ibt aitned exactly front -i rciiitI-vel CA I)
dlata. Other phlysical circuit cvimract eristics (suitc as area an In1 terconnect
lengths) are untk now n before the designi is esseit i all v comp ent ve and1( are quinte
variab~le.

b). Failure rates generall lv are in kiimTewii foir Hiiterna Inicro( i rc iit st ructutres,
andl most. failure rate modi~els are based (,ii t ransistor ci'uints in the first

p~lace. lii atl\- case. Ithis p~roceduire d(wS wiit assumei that any% relationiship
exists b~etweenl fault coverage andi~ rel~ia l t v.

(1,nd of iNotc)

3.2 Fault Alodcl.
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3.2.1 G-Logic. TFile fault model for G-logic shall be permanent slick-at-zero and stuck-
at-one faults onl logic lines. Only single stuck-at faults are conside-ed in calculating fault
coverage.

NOTE: Obviously, many other types of logical faults (such as bridging, pattern-
sensitive, transient, and multiple faults) should be considered in order to accu-
rately model commonly-occurring types of physical failures. IPowever., practical
limitations of the currently-available fault simulation tools n ake it unreason-
able to require the determination of fault coverage based on ,ther than single,
permanent, stuck-at-zero and stuck-at-one faults. (Ehnd of Not' )

3.2.2 B-Logic. No explicit fault model is assumed for B-logic con ponents. However, an
established test algorithm shall be applied to cach B-logic compor ent or logic partition.
If a B-logic partition contains logic lines and/or ;-logic component ý. Justification shall be

provided in the Fault Simulation Report as to hiow the established test algorithm that is
applied to the B-logic partition detects faults a.socia'jed with the ogic lines and C-logic
components.

NOTE: For example, an embedded RA \l block, for which To information is
available concerning its implernent at ion, may be tested using a full GALPAT
test (a time-consuming algorithm tlhat is genecrallv considere( to have a "test
effectiveness" of 100%). If informnation such as pih sical partitio'i ng or a bit map
is available for a RAM. then the R{A \M testing may be shortene,! by using a more
efficient algorithm. (lEnd of Notc)

3.2.2.1 Built-In Sclf-Tcst. A special case of 13-logic is a B-logic pi rtition that includes a
linear-feedback shift register (LFSti) that performs "signature analysis" for compression of

output error data. Table I lists penalty values for different LFSR degrees. If the LFSR
implements a primitive GF(2) polynomial of degree k. where there is at least one flip-flop
stage between inputs to a. mullipIe-input LISR. ftieni the following p~rocedure shall be used
in order to determine a lower bound on the established fault coverag • of the logic partition:

Step 1: Excluding the Ll"SR. but including any stimulus generatio:i logic considered to be
part of the logic partition. deterini ne t he fatilt coverage of the logic partition by fault
simulation without signature analysis. denotc tris fault coverage by C.

Step 2: Reference table I. For a given degree k obt ain the penalty v\-lue p. The established
fault coverage of the logic partilt io rising a LI'SRI, of degree 4- shall be reported as
(1 p)C. That is. a penalty of (101Op)%', is r i'curred ill assess'nrg the effectiveness of
signature analysis if the a('t ial effect'ivetiess is ,iot (lcterinine(l.

NOTIE: TIhe ppenalty v'alues listcd in table' I arc hased on p r(l milnary work in-
house at RAAI)C. Experinents were ri ii tiratl ,terni liicd c,,nfi( once intervals on
error escape. for actual logic circiuitý,. for differrrt Ipolyniomial t "pes and degrees.
(End of Not,)
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3.3 Fault (Tnlrcrsc Schuction and Fault k'qurirab l , (' lass:. . Faul c(verage shall be re-

ported in terrIrs of euiriI vah( cC classes 4 4 lIr I (c cctab1)1 faults. 'l'h . section describes the

selection of the initial fault universe, the partlititrrir•g or collapsing f the initial fault uni-
verse into fault eq iii valence classes, and the renm-val of undietectable faults ii order to form

the detectable fault universe. T hese I lIrree stag -escs (,,)is uI.t tIe fafit u s I iulat ion reporting

requirements; however, it is generally mnitr'e effi cienlt tO olbtain tilr set ,f faults that represent

the fault equivalence classes direclY hut 'xpli'it yencra ing If' initial fault universe.

NOTE: Equivalence classes are usc st as Ilre 1basis fo)r calcuiatlin fault coverage.

instead of the (unrcollapsed) set of "all"' faults. fm-r several rea st is. Frirst. there is

no reason to believe that tIhe set (if ecqiivalericc classes Yiel(ds rc iilts Ihat a-re less
accurate than those obtained i)y iising the set o -"all" faults. in the sense that

the set, of "all" faults w (oulId relate tnitre 'lose]v yto physical faili res. Second. just

as with aiy other lab)oratorv instriniiernt. thie failt simulator should h)e precise,
meaning that its results are repeatablie with it s'lf air(I with It her instruments

that perform the same function.

Addressing the issue of accuracy. oneI Might he teirrl)tedl to say ti at fault coverage
based on equivalence classes is skewed h.ca., ri a class that conti,iris, say 10 faults,

weights each fault with only 1! 10" of its "'itportiaiice.'" Hllt hoi is "impiortance"
measured? The set, of "all" faulrs does not reweigli faults acctrding to physical
characteristics such as lerngth iof It)gi(i ries, p roxitiiitv to othier ires. etc.

Addressing the issue of precisi on, tire repcaitability 4 fault c,,verage results is
greatly affected by factors such as level 4f imrdleling. handlirng of unknown val-
ues, and so on. A study sponsoredl by l .\l)(C (se• '6' and d• c idocumented the

drastic differences obtained front fou r fit Iut si iii ulat ion packages. lthat were tested
on identical sets of logic mnoehls and test \vect'or se'(ciir'rices. 11 was determined
that0 both the simplest and most effecti xe wai to obltiain (onrsiste'nt results among

the simulators was to hr ave each fault siiuiat(,r rep•ort fault coýc rage ii Iternis of

its own fault, equivalenccc classes: the (dill ierecices iit both fault ... Iccon. and fault
classing strategies al)t)eared to cance] ()oit so, as to vie] d consiscttnt results amnong

all four simulators. (End of Noto)

3.3.1 Initial Fault (Jnivcrsc. The initial fault tnivversc shall coinsis! of single, permanent,
stuck-at-zero anrd stuck-at-one faults oil every l()gi c ]iii(, (nrot simply or every logic node) in
the G-logic partitions of the logic model.

A bus, which is a node with multipl)le driving lini's. shall hc coinsidc'red, for the purpose of
fault universe generation, to be a multilpIe-inl . single'-mtuttt logic gale. The initial fault

universe shall include stuck-at-zero and stuck-alt on e failts on each f; nin and fanout branch

and the fanout origin iof the bus (see figurir I).
The fault universe does not explicitly v contrain allv faults within rr-logic partitions. Hlow-

ever, all faults associated with inputs and oilupints of H- logic c()nh)oine:it s either are contained
in a G-logic partition or shall be shown to be conisid('re(d by establisli'd test algorithms that
are applied to the B-logic partitions.
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No faults shall be added or removed by considering or not cons'dering logic model hi-
erarchy. No extra faults shall be associated with any primary input or output line, macro
input or output line, or logic line that spans logic partitions where the logic partitions do
not correspond to a physical boundary.

No more than one stuck-at-zero and one stuck-at-one fault per logic line shall be contained
in the initial fault universe.

3.3.2 Fault Equivalence Classes. The initial fault universe shall be partitioned or collapsed
into "fault equivalence classes" for reporting purposes. The fault equivalence classes shall be
chosen such that all faults in a fault equivalence class cause apparei ly identical erroneous
behavior with respect to the observable outputs of the logic model. One fault from each
fault equivalence class shall be selected to represent the fault class *or reporting purposes;
these faults shall be called the rcprrscntatiru faults.

For the purpose of implementing this test procedure it is sufficiei t to apply simple rules
to identify structurally-dependent equivaleCtce classes. \ i acceptab e method for selecting
the representative faults for the initial fault universe consists of listin , all single, permanent,
stuck-at faults as specified in table II. :\ nv other failt equ ivalencing procedure used shall be
documented in the Fault Simulation lReport.

If a bus node exhibits wired-ANI) or wired-() U hehavior in he , ipplicable circuit tech-
nology, then faults associated with that bus shall be collapsed in acc,)rdance with the AND
or OR fault equivalencing rules, respectively. Otlierwise. no collapsing of faults associated
with a bus shall be perfolrmed.

3.3.3 Detectable Fault Universe. Fault coverage shall be based on t lie detectable fault uni-
verse. Undetectable faults shall be permitted to be dropped from tHie set, of representative

faults; the remaining set of representative faults comprises the detec'able fault universe. In
order for a fault to be declared as undetectable. docurnentation sk all be provided in the
Fault Simulation Report as to why there does not exist. any test vec'or sequence capable of
guaranteeing that the fault will cause air error at an observable primary output (see 1.1m,

Undetectable and Detcctable faults). Any fault not documented in thel Fault Simulation Re-
port as being undetectable shall be considered detectable for the purpose of calculating fault
coverage.

NOTE: In general. identifying undetectable faults (in order to obtain the de-
tectable fault universe) is a (Iiflicult probehim. I lowever. undet e( table faults asso-
ciated with some simple str ctiiral depen(enci es can be easily identified. Chiefly,
these are in four areas:

a. Logic with no path to a primary out pUo the logic rnioel. For example,
an unused outlput from a flip-Htop has no palh lo air obser vable output and

so both stuck-at faults associated with thie iwnused output ;ire undetectable.

b. Stuck-at faults associated wit li lockd-at values. For exat uple, a gate input
that is connected to ground always has the, stale )0; theref re, stuck-at-zero

on this line is undetectable.



c. FaIIlts a.;•,,,Iciat (d \vit II de tiWr itclv c lesigne(l logical red, iidlaticies. For ex..

am ple, red nidanicy may i i h nt rmhl i(''l f,,r mdlli mtim l ,l ,i \vtv , apablility, locked-

out ol)tiois ill logic, ()r lii' th (lili tim ,,f "brilgig ig" teriis iP a Rloolhan func-

tioti to avoid hazairdls.

d. laitlts that are cdltaizedl withilm STt;1II logic partitt( .ts that. ('cani be ex-

lihalstively faull.-siTtillated. For ,xatinhj, I a commont realiziIioni of an arith-

tn etic/logic unit (A lUI), involves (-colst ruct ing t lie A1,11 oltt of four-bit slices.

If each four-hit slice has a limited tnilb er of in pii s (genevra;ly t.welve to four-

Ceei), then a single f,)ir-lhit sliice call bhe extra cted from th,- logic model and

failt . simulation can be l)erfornied exhatistively on that slice to obtain a

list of faults associaied wit. h that slice that are uivdetectaI le even when the

inputs and on tp)tis of Ihat slice are directly accessible. Therefore, those

faiilts certainly are midetectable when that slice is e(tIbcdded within any

conltainHing logic 11(odel.

(E'nd of Note)

3.A Faidt Simulation.

3.4.1 Automatic Test Equipmncit Limitations. Fault coverage reported for the logic model

of a I) T shall reflect the limitations of the target AlV',. TIvo jommlIn.l1 cases arIe:

a.. Vault detection during fault sinmitlation sliall occur only at. times where the ATE will

be capable of sensing the primary outputs of the I)U II': there must be a one-to-one

correspondence between simulator comipares atid ATE compares. For example, if fault

coverage for a test, vector sequence is obtained using broadside fault simulation (where

fault detection occurs after every change of hipit stimuli, including clock signals), then

it is not correct to claim the same fault, coverage on the ATE if the test vectors are

reformatted into cycles where a clock signal is pulsed during each cycle and compares

occur only at the entd of each cycle.

1. If the ATE cannot sense the Z output state (either directly or by multiple passes), then

the reported fault coverage shall not include detections involving the Z state. That is,

an output value of Z shall be coxisidered to be equivalent to an output value of X.

Any difrerences in format or timing of the test vector sequence, between that used by the

fault simulator and that applied by the ATE, shall be documented in the Fault Simulation

Report and it shall be shown that fault coverage achieved on the AT I- is not lower than the
reported fault coverage.

3.4.2 G-Logic.

3.4.2.1 Hard Detections and Poiential Detections. Fault coverage for G-logic shall include

only faults detected by hard detections. Potential detections shall not be considered directly
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ill Cal ctilat ing tilie fault, covera ge. Noa iii nb ler ()f potential (letcctioll 2 of at fault shall imilply

hiat O le faullt would he dIetec tedl
Soiiie piotenitial dletections S Call be( coilverted inito Ii ardl detectionis ror thle purpose of cal-

culatinrg failt. coverage. If it, C-,i be shiowni th Iat1 a fatil t is only jpotew jally detected by fault
;in ala tiori but, i's inl fact, detectable by t.he Al', 1)) it di frereilce not inIvol vinrg an X valute,

(ihen uipon documenting those coniiIitions ill tilie, Fauilt. Simulation NBeport thIiat fault shall
ke considleredl to be dletectedl its at hard de4tect~ion and~ thle fault coverage shall be adjusted
a ccordlin gly.

NO TE: Clock line faaI its providle a conin mon examinple of \vller"' a fault may be
dletectabl)e on one or the other of tw~o test vectors, but, iot, both vectors. For
examp~le, consider a

D- flip-flop with two inpu)rts: data andl~ clock. Both stuck-at-z,'ro and stuck-at-
one on the clock input are dletectab~le by thie fault simulator ýinly as potential
(detections. However, if both stack- at-zero~ and( stiich-at- one f; alls on the dlata
input are shown to lbe dletected its llarl (detection~s by the fauilt simulator, then,
regardlless of the initial state of thec Ili p-Hlop, it. is guaranteed thilt the( ATE would
(detect, an error at some point in thie test vector sequence if eitiier stuck-at fault
were to exist on the clock line. (End of Noic) z--,--:., I/

Faults associatedl with thiree-state buffer enlable signal lines canl cause X states to occur
Oil nlodes with fanin branches, or erroneous Z. states to occur onl threc-state primary outputs
that ma~y be untestable on some AT'E. Thiese faults may thewb--e detec~table only as potential
detections, but may be uftconvertible into hiard detections. In such cases, it is permissible
for the Fault Simulation R~eport to state separately tile fraction of thc( undetected faults that
are (flue to such faults.

3.4.2.2 Fault Si'mulation, Iroccdlurcs. 'The p)referred method of fault simulation for G-logic
is to simulate the effect of eachi representative fault in the G-logic. However, this may not
be practical in some cases (lue to the large imimber of rep~resentative faults, or because of
limitations of the logic models or simulation tools. tIn suich cases fault samp~ling procedures
may be us5ed. When fault sampling is used, eithler the( p~rocuremenlt document shall specify
the method of obtaining a. :raiiclom" sample of faults or the Fault Simulation Report shall

dlescrihbe the method llsedl. In either case, the comp~lete random sa-uple of faults shall be
obtained before beginning the( fault simulation proceduire involving a random sample of
faults.

NOTE: The. priocu rein elt, docaumerit, that eriniut s the( use of sta:,ist~ical fault sam-

p~linig must address several p~rob~lems:

a. How is the "rand(om"' sam ple of faults to be chosen? The most "fair"
approach is to prepare at list, of every possible fault (that is, the full set of
representatives of the failt equivalence classes) andl use i, randlom number
generator to select the subset of faults to be simulated. In any case, it is
rnot propel. to use at iietllod that skews the "distributior" of faults, such
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as faulting onlv ho signal lines accessiblel,' at IIhe Illain n, del level without

faulting ,vithln s•tihlimacns.

1. W hen re-fault-simulating a test vect,,r seq enviice, after rc.,rganizing, revis-
ing, or adding to the sequence, shmild the sante slbset ,f faults be simut-
lated, or should a "fresh" satnpke 4 fa fiils be obtained? Hloth approaches

have advantages and disad vatitages (to the cimsonler). If the same subset

is simulated, there is Ihe opportimit v (h y design or by accident.) to target
the detection of specific undetected failts bWy the new tesl vector sequence.
'Thus, a high fault coverage may vbe obtai ned by the fault sampling proce-
(lure yet the actual fault coverage ma ay iot have been signi, fcantly improved.
However, if a fresh sample is used for each failt simulatio-i pass, then with

each new pass there is a prohability (here designed to be -5) that a fault
coverage that is higher than the actual fault coverage could be reported.
Thus, simply resimulating the same test vector sequenc( repeatedly with
new random suibsets of faults can result. in ain erroneous lower bound o1()
fault, coverage.

(End of Note)

Use of any fault simulation procedure other than Fault Simnul;,tion Procedure I (see
3.41.2.2.1) shall be documented and justified in lhe Fault Simulation Report.

In this section, it is assumed that the representative faults declared to be undetectable
have been removed from the set of faults to lIe simulated.

NOTE: This test procedure (foes ,lot specify the type of fault ,imulation that is
performed. It is equall]% acceptable to failt simulate by sinmiiiting the effect of
each fault individually on tile behavior of the logic model of the DUT (serial fault
simulation) or to use more sophisticated methods such as parallel, deductive, or
concurrent fault simulation. (End of Notc)

3.4.2.2.1 Fault Simulation. Proccdurc 1. Simulate each representative fault in a G-logic
partition. The procedure used shall be equivalent to the following:

Step 1: Denote by n the total number of representative faults in the G-logic partition.

Step 2: Fault simulate each representative fault. D)enote by d the number of hard detec-
tions.

Step 3: Fault coverage for the C-logic partition is given by d/n.

NOTE: For example, let n 1: 10, 000 (total faults in the logic m,)del of the DUT)
anId suppose that d : 9,,199 (the number of hard detections). Then the fault
coverage for this logic partition is

d/n

9499/10000

0.9499

94.99%
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which can be reported as 9.1.99%., 91.9",'. or 9-1%-. but not as 9.>%7 (see 1 .lf).

(End of Notr)

3.4.2.2.2 Fault Si1mulation Proccdurt 2. Obtain lower bound on ac uial fault coverage in a
C-logic partition using fixed sample size. Reference- tablle 111. The procedure used shall be

equivalent to the following:

Step 1: Select a value for the penalty param~eter r (7- 0.01 to 0.05). The corresponding
value of n in table III is the size of the randomi sample of reprcsentative faults.

Step 2: Fault simulate eachi of the n representative fauilts. IDenot e by d the number of

hard dletections.

Step 3: Trhe lower bound onl the fautlt coverage is given by dVII -I.

NO TE: The penalty p~aramet er r det erini nes bo t i thle size of the random sample

of faults and thle accuracy of d n ais an estimate of thie fault *overage. As the
value of r increases thec sample size decreases. but so does the ai -curacv of fd/n as
an estimate Subtracting r from d1, n accounts for th vi,%araiance 4 thle estimate.

For examinple, select r - 0.02. Fromn table Ill. t lie saninple size ii is dIetermnliIed to

be 1,.710. Suppose that tHie nuiin her of hiard (let ect ions d is f tIin d to bie 1,67-9.
Then tile. fault coverage is

d /n r

-1679/17410 0.02

0.9649 0.02

0.9449

94.49 %

Trhe sample sizes given in table Ill are denivedl usin~g tile bilinoial distribution.

Let D be the random variable denoting the nliinlber of hiard detections otit of n
faults sampled. For a given value of r, thle samlple size given inl t able Ill is thle.
smallest n, that is a. a iultip1 e of 1 0. sticli fihat

Pr{ --I n'( F t- r)} -- % for all n' and F sucli t hat n.' -- a-id 0 --- F ý- I - r

In the literature there are miany approachies for statistical faul, sampling. Most

of the techniques are based ott selectintg a saniple size such tl-at, the difference
between thle t rue fault coverage a 11( t he estli mated fa tilt coveraige d/n dloes not

eXCee(I some speci fiedl vaIidue. stci c as:ý 0.0 1 or :0.083. S uch an a pproach results
in a reported her ovrg ta li te itai the actt~i l fault coverage.
Fault Simulation Procedure 2 yieldls a value tHat, witi I ilgh lpr-blalility, is lower

( by a small amoun t) tIi ani t. he act uza fautlt ('( veratge. (End of A'otc)

3.4.2.2.3 Fault Simulation IPT'(rdmurr 3. A.ccep t reject lower lioti m onl fault coverage in a
C-logic partitiotn using fixed( sani ple size. R efer('t1e tabfle I \*. Trhe p'rocedture used shall be
equivalent to the following:
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Stpc1i I: l)eliot' by F' t li i i iil valuet r fmilt e'ml 'rag I'rit fable 1\' ] obtaiti

lit i m inililtin re liiiredl sa ivii ,iv', dlel ,cd bYl It,' i.

Step 2: l"aiilt-simi ilate each of flite t' represetiati ,', foim ts. antimd tlt'iit by d the lill)nber of
, hard detections.

Step 3: If d < 11 (that is. an*y faults art i:tdefecteed')., It ct'tic'llhled that t le, fault, coverage
is less (,hall k. Otherwise (thalt is. all 'ample'd faullts are detec ed), conclude that tile

fault coverage is greater than or cquial to F.

NO'/7•: For examnplhe. suppose that li he iii itl 111 t requiiir-ed fault cov'erage is 95,7o.

lFrom table IVI the sampie size it for ' is 59. Si.ppose that tle iier of

hard detections d is fotmid to hel" 50; wc colmidt' that tithe fault coverage is less

than 95%. On the other hiand, Sul ppose that t-h" nmiil)er of I ard r (etectiolis is

found to be 59; this equals tlihe number of samipled faillts so we -oniclude that the

fault coverage is greater than or equal to 95,%.

Of course, if simul ation of" o the a fanilts is serial and a fault is found to he I un-

detected at any point during tie p~roccss, critirminate tiht procedture imtmetdiately

a iid conclude that the actual ftillt coverage is less than IP.

The ie sample sizes given in table I[\' are derived isinig flite binoiial distribui) tion.

Given that tihe actual fault covcrage is F' let 1) be the random variable denoting

the number of hard detections oil t of Y1 fatilts sampled. l"Rr ea,'h value of F" the

smallest value for n was determined slich that /'rI) Il " 5",.

This procedure is designed sot at i the prihalhilit v of a Typt" I error (that is,

concluding that the actual fault coverage is greater itan F, w.hen in fact it is

less than or equal to F) is less than or equal to 5%. Suppose t'iat tile minimumt

required level of fault coverage is 90'%. This procedure is very conservative be-
cause, if the actual fauilt coverage is 90%, then tfit- "hypothesis- that the actual
fault coverage is greater than or equal to 90% will be rejected withi probability
95%. Table IV shows that in order to have a 50% probability of accepting the
hypothesis that "tile actual fault coverage is greater than or equal to 90%" the
actual fault coverage must he 97.6t%. (1E"nd of Noef)

3.4.3 B-Logic. Fault coverage shall be measured indirectly for eacl, B-logic partition. For
a given B-logic partition, the established fault coverage or test effectiveness shall be reported
for that B-logic partition only if it is shown that.: (a) the test vector !;equence applied to the
DUT applies the established test algorithm to the h3-logic partition. and (b) the resulting
critical output values from the 13-logic partition are made observable ;,t the primary outputs.
Otherwise, the fault coverage for that B-logic partition shall be reported as 0%. For each
B-logic partition tested in this way the established test. algorithm., proof of its successful

application, and the Cstablishcd fault coverage or test effectiveness shall be documented in
the Fault Simulation Report.

3.5 Fault Coveragc Calculation. For a given logic model for a DUT, a set of logic partitions,
and a given test vector sequence, let
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"* rn denote the number of logic partitions (as defined in 3.1.3).

"* F, denote the fault coverage of the i7`' logic parlition (nmeasu',,d in accordance with

3.4).

"* T, denote the transistor fraction of the iP' logic partition (measu red in accordance with
3.1.5).

Then the overall fault coverage f' for the logic model for the DU"T" shall be calculated as

fit

where F may be stated as either a fraction or per'centagc.

If Fault Simulation Procedure I is perfornmed for each ( lo-gIt,)i"c part itiion in the logic model
of a DUT, then the fault coverage for the logic niodcl of a Di'T shall c reported as:

"F of all detectable equivalence classes of siglc. pernia'lil . .,iuck-al-z/'ro and

stuck-at-one faults on the logic lines of thc leogic itdel it as niastired by MIl-

STD-883 Procedure 5012."

If Fault Simulation Procedure 2 or 3 is performic(I fr a iy (- l(ogic p'artilion. theii the fault

coverage for the logic model of a I)beT shall h, relpt rt 'tl as:

"No less than F of all detectcable cquivale'ice classes ,f single. lerlalient, stuck-

at-zero and stuck-at-one faultls on thle lhgic 1i1ites of I le logic .n1odel. with 95%
confidence, as measured by MIL-STIl)-8S3 Pvrocedurer 5(012.*

The confidence level of 95% shall he identified if any Va tilt Si ntiation Procedure other
than Fault Simulation Procedure I was perfortned for any (l-logic tpg rti tion.

4. SI TAIMAA R Y. 'Thie following details shall bc spjecificd in the i ppli cablle procurement

document:

a. Minimum required level of fault coverage atid rctl in, of ol)taiiiing fault coverage.

b. If a fault sampling method is permilttcl. guidance ()n selection of the random sample

of faults.

c. Guidelines, restrictions, or reqiirenienis for test algorithins for 13-Logic types.

The Fault Simulation Report shall provide:

a. Statement of the overall fault coveragc. If tlherc arc iltd(lctecta dle faults due to three-

state enable signal lines, then, opt ionally. fattl t 'vcrage bascd (on those potential de-

tections maty be repl)orted seI)aratclv.

1). Description of logic partitions.

c. Description of i(st algorithms applied to I 3-logic. l"'(r each I -Iogic partition tested
in this way the established lest algorithii. 1r,poof of its succ,.ssful application, and
description of its established fault coverage or ltst esfect tivettcs (including classes of
faults detected) shall be docutienle(.
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NO 7'h: F'or Cx am ple. if a ncinior v t est Ia, I go~rit hni hat is ipplied to an em-
bedded R AMN (e oct 5 onlyV stuck-at ima s ad ,uiv d eco( ,r fault1 s. but noi

coupling or patteriibseiisitivit V fult s. 1 hat faici shall he stated. (1End of

Note')

d. ,Justification for any initial cond(itioni. ot her than X. for all. logic ]inC, or memiorY
element.

e. Justification for a nv appr)ox imnat ions uised. Inicluidinig es in ates ,f fauilt coverage", tran-

si stor fractions,* an i(1coiunts of uinde~tect able fauilts.

f. D~escription of any faid~t equivalenIciI ug rCC(Il nrC used lin lieu o' t he procedure defined
by table 11.

g. Justification for de~clarinig aiiv fauilt to be' min(etctalble.

ht. lin the event that the( test vector sequence Is foiriiat ted (liffero, iit]l'v between the ATE
and the fault simulator. Justification that fault coverage acliecvCd oni the ATE is not
lower than thle reportedl fault coverage.

i.jutiictin f the us-fFutSnilt'lPoedure 2 or :1 ra;t her than Fault Simu-

lat ion Procedu re 1.

j, When fault sampling is used. description 4 t1( linefiiehod of obtaiifing a random sample

of faults.

k . lin the event t hat the Guilt slinmlat ic i p1ceur ue is u -ivimijosly equilvalent to

Fault Simu11lation Procedure 1 . 2, or 3..just ificat iin ais 1) wkhy 'It yields equivalent results.

1. lin tile event that a test technitiuei or (lesigit-for-test ability al)l)o-,achI is uisedi that pro-
vides addititonal cont rol or ohservat ion test J)Mi II lie y)\ou~ I t hose p)rovided by the 1)U~

primia ry iniptts and( priina rY on tputis (see 1 .1j. rzwnary inp uts. P rimnary~ outputs), j us-
ti ficat ion that the stated faiulIt cove-rage, is valIid.
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Fanin Branches Fanout Branches

------- ---- >

Direction of

Sisnal Flow

Fanout Origin

FIGURE I. Node consisting of fanin branchies,

a fanout origin, and fanout branches.

TABLE I. Penalty values p for LFSR signature

analyzers implementing primitive polynomial of

degree k.

k p

k<8 1.0

k = { 8..15} 0.05

k = {16..23} 0.01

k>23 0.0

23



TABLE II. Representative faults for the fault

equivalence classes.

Stuck-at faults Type of logic line in logic model

s-a-i Every input of multiple-input AND or NAND gates

s-a-O Every input of multiple-input OR or NDOR gates

s-a-0, s-a-i Every input of multiple-input comporents that

are not AND, OR, NAND, or NOR gates
s-a-0, s-a-i Every logic line that is a fanout origin
s-a-0, s-a-i Every logic line that is a primary oltput

Note: "s-a-O" is "stuck-at-zero" and "s-a-l" is "stuck-zt-one."

TABLE III. Sample sizes used to obtain

lower bound on fault coverage using Fault
Simulation Procedure 2.

r n

0.01 6860

0.015 3070

0.02 1740

0.03 790

0.04 450
0.05 290

NOTE: n is the minimum sample size required for a chosen penalty r.
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TABLE IV. Sample sizes used to accept/reject

lower bound on fault coverage using Fault Simulation
Procedure 3.

F n F'

50.0% 5 87.1%

55.0% 6 89.1%

60.0% 6 89.1%

65.0% 7 90.6%

70.0% 9 92.6%
75.0% 11 93.9%
76.0% 11 93.9%

77.0% 12 94.4%
78.0% 13 94.8%

79.0% 13 94.8%

80.0% 14 95.2%
81.0% 15 95.5%

82.0% 16 95.8%

83.0% 17 96.0%

84.0% 18 96.2%
85.0% 19 96.4%
86.0% 20 96.6%
87.0% 22 96.9%

88.0% 24 97.2%
89.0% 26 97.4%
90.0% 29 97.6%

91.0% 32 97.9%
92.0% 36 98.1%
93.0% 42 98.4%
94.0% 49 98.6%

95.0% 59 98.8%

96.0% 74 99.1%

97.0% 99 99.3%
98.0% 149 99.5%

99.0% 299 99.8%

NOTE: For a given minimum required fault coverage F simulate n faults.
If all faults are detected, then conclude that the actual fault
coverage is greater than or equal to F. Otherwise, ronclude that the
actual fault coverage is less than F. The column labeled F' shows the

actual fault coverage that has a 50% probability of accepLance.
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MISSION

OF

ROME LABORATORY

Rome Laboratory plans and executes an interdisciplinary
program in research, development, test, and technology
transition in support of Air Force Command, Control,
Communications and Intblligence (C31) activities for all
Air Force platforms. It also executes selected
acquisition programs in several areas of expertise.
Technical and engineering support within areas of
competence is provided to ESC Program Offices (POs) and
other ESC elements to perform effective acquisition of
C31 systems. In addition, Rome Laboratory's technology
supports other AFMC Product Divisions, the Air Force user
community, and other DOD and non-DOD agencies. Rome
Laboratory maintains technical competence and research
programs in areas including, but not limited to,
communications, command and control, battle management,
intelligence information processing, computational
sciences and software producibility, wide area
surveillance/sensors, signal processing, solid state
sciences, photonics, electromagnetic technology,
superconductivity, and electronic
reliability/maintainability and testability.


